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Abstract: We provide consistent theoretical and empirical assessments of the major driving factors of
the information content and retrieval performance for current and potential future microwave (MW)
sounders. For the specific instrument concepts assessed, we find that instrument noise is a major
driver, impacting vertical resolution as measured by the degrees of freedom for signal as much as 50%.
We also observe diminished performance in the 118 GHz temperature sounding band as compared to
the 50–60 GHz band, which is largely due to the increased sensor noise in the assessed 118 GHz sensor
for comparable channels—a reduction in the performance gap between 118 GHz and 50 GHz bands
can be obtained with a reduction of instrument noise in the 118 GHz temperature sounding channels.
As expected, scene-type also significantly impacts the vertical resolution, emphasizing the importance
of separating clear, cloudy, rainy, and icy conditions when evaluating instrument performance.

Keywords: artificial intelligence; atmosphere; Earth Observing System; machine learning; neural
networks; remote sensing; satellite

1. Introduction

Polar orbiting operational microwave (MW) sounders such as Advanced Microwave
Sounding Unit (AMSU) onboard Aqua, the AMSU onboard European MetOp-series,
and the Advanced Technology Microwave Sounder (ATMS) onboard the Suomi-National
Polar-orbiting Partnership (SNPP) and the National Oceanic and Atmospheric Administa-
tion (NOAA)-20 platforms, provide critical observations for improving global and regional
data assimilation and nowcasting applications [1,2]. When combined with conventional
observations such as radiosondes and aircraft measurements, these platforms serve as a
backbone of the Global Observing System (GOS) for numerical weather prediction (NWP)
and other weather and climate applications. Nevertheless, these operational platforms and
their instruments are expensive to build, launch, and operate; therefore, these platforms
are traditionally flown one-at-a-time; i.e., one satellite in a morning/afternoon polar orbit
(9:30 a.m./1:30 p.m. equatorial crossing time).

Recently, it has been demonstrated that MW sounders flying onboard 3U and 6U
CubeSats can provide similar sounding performance at a fraction of the cost [3,4]. Observing
System Simulation Experiments or OSSEs demonstrate instruments such as the Micro-
sized Microwave Atmospheric Satellite (MicroMAS-2) Ref. [5] provide similar or slightly
reduced global and regional NWP forecast impact compared to the current state-of-the-art
operational sounders when flown in a similar orbital configuration as current operational
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sensors [3,6]. Although those studies were limited to a “quick OSSE”, [3] found that flying
those sensors in multiple and distinct orbital planes or “swarms” significantly improved
the impact of MicroMAS-2 in a regional NWP assimilation. Of course, the impact that real
observations from swarms of similar sensors would have on NWP applications would be
highly dependent upon ensuring consistent calibration and instrument performance across
those sensors.

Nevertheless, the results for MicroMAS-2 are promising for several reasons. It is
much more practical to build and fly smaller MW sensors with 118 GHz O2 band temper-
ature sounding channels which makes them attractive for CubeSat swarms [3,5]. Higher
frequency MW channels are also more sensitive to scattering [7,8]. This increased sensi-
tivity can be used to quality control ice-affected observations or to improve estimation of
atmospheric variables in remote sensing algorithms or NWP data assimilation systems.
For instance, in an all-sky, 4D (time dependent) assimilation, increased sensitivities to
cloud liquid and ice scattering, combined with model temperature, moisture, and wind
responses have potential to improve the ability of the assimilation to accurately model
cloud features [9] and are therefore generally preferred in NWP; especially for global data
assimilation with windows between 6 and 12 h [10,11].

While many space agencies around the globe have well established plans to deploy
and exploit operational Earth-Observing satellites for the next two decades, agencies are
also starting to consider adoption of new technologies sooner and to consider the process
by which next generation space architecture (post-2040) will be formulated. In light of this,
our aim is to answer the following questions: (1) What are the controlling factors for MW
temperature and moisture sounding performance (spectral band coverage, spectral sam-
pling, instrument/radiative transfer noise levels); and (2), How does cloud/precipitation
affect temperature and moisture information content for MW?

In the following we compare microwave and infrared temperature and moisture
sounding in all-conditions (clear-sky, cloudy-sky, and precipitating) utilizing existing and
hypothetical sensor bandpasses and leveraging the community radiative transfer model,
or CRTM [12], to assess those bands radiometrically. Empirical (using artificial intelligence
or AI-based techniques) and theoretical (using sensor radiometric sensitivity and expected
noise) methodologies are used to compute information content metrics such as instrument
vertical resolution (degrees of freedom) and error quantification were implemented for
MW instrument concepts. Assessments are normalized using the current state-of-the-art
sounder, ATMS on NOAA-20.

2. Methods

At several internal multi-agency meetings involving federal, academia, industry
partners during 2020–2021, overviews of IR and MW spectral bands for temperature,
moisture and hydrometeor/cloud sounding were presented, and the pros/cons of each of
the bands were discussed (https://www.star.nesdis.noaa.gov/sat/index.php, last accessed
28 March 2022). In the following we present an overview of some of that work and provide
a detailed analysis of the information content of MW sensors using two methods.

The first or theoretical method utilizes the CRTM to produce simulated brightness
temperatures or Tbs and Jacobians (derivative of the CRTM with respect to geophysical
inputs) as well as prescribed instrument noise and forward model uncertainties to compute
the vertical resolution or degrees of freedom for signal, d f s. To cover a range of atmospheric
conditions, we simulated nadir radiometric observations using the United States Standard
(USSTD) Tropical, Mid-Latitude Summer, and 1976 atmospheres for temperature and
moisture inputs. Surface spectral emissivities are varied over the expected range for both
IR and MW instruments. The effects of liquid cloud and liquid and solid precipitation are
also assessed for MW simulations.

https://www.star.nesdis.noaa.gov/sat/index.php
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The theoretical method computations utilize the standard information content analyses
presented in [13]. The d f s is defined as trace of the matrix, A, defined as

d f s = trace(A) = trace
([

KTS−1
ε K + S−1

a

]−1
KTS−1

ε K
)

(1)

where K is the Jacobian of the observation operator produced by the CRTM; Sε = Se + S f is
the observation covariance matrix which includes both observation noise equivalent delta
temperature (NEDT), Se forward model uncertainty, S f ; Sa is the background atmospheric
covariance and superscripts T and −1 are respectively the matrix transpose and inverse.
Sections 3 and 4 describe how the instrument and forward model uncertainty, as well as
background variabilities, are prescribed.

The second or the empirical method utilizes the Multi-Instrument Inversion and
Data Assimilation Pre-processing System-Artificial Intelligence version (MIIDAPS-AI) [14],
to perform the non-linear inverse problem mapping between radiometric simulations into
geophysical quantities. Fundamentally, MIIDAPS-AI is a deep, fully connected neural
network that defines a non-linear mapping between instrument measurements (IR radi-
ances or MW brightness temperatures) and geophysical parameters such as temperature
and moisture profiles, integrated cloud parameters (including cloud liquid water (CLW)
and ice water path (IWP)), and spectral surface emissivities. MIIDAPS-AI is also an en-
terprise remote sensing algorithm, with the capability to infer a number of geophysical
products from a number of real and hypothetical space-borne sensors. For MW instru-
ments, the NASA’s Goddard Earth Observing System Model, Version 5 (GEOS5) Nature
Run (G5NR) [15] and the Community Global Observing System Simulation Experiment
(OSSE) Package (CGOP) [16,17] were used to simulate global observations using existing
and hypothetical instrument spectral band passes for several days in 2006–2007 to produce
a temporal and global dataset with representativeness over expected spatial and seasonal
variability. For those simulations, real NOAA-20 ATMS observations were used to define or-
bital and spatial sampling. MIIDAPS-AI was then trained to reproduce G5NR geophysical
parameters, namely temperature and moisture profiles as well as skin temperature, surface
emissivity, and cloud and precipitation parameters, from the simulated measurements with
noise added per instrument specifications described in Section 3.

To assess the performance of the hypothetical instruments considered in this study,
geophysical parameters produced by MIIDAPS-AI were then validated against known
G5NR reference geophysical parameters. In this study, statistical assessments of the mean
bias (mean difference of MIIDAPS-AI minus G5NR) and root-mean-squared error (RMSE)
of the differences between MIIDAPS-AI and G5NR were considered. Because MIIDAPS-AI
network parameters are trained to produce a mapping between satellite observations and
known geophysical profiles, validation was performed for a single independent day not
seen during the network training process.

Simulated Tbs and Jacobians for the empirical and theoretical methodologies uti-
lized existing CRTM model coefficients where possible. For instruments without existing
CRTM model coefficients, high spectral resolution simulations (1 GHz–100 GHz) were first
computed and then spectrally averaged over instrument channel response functions.

3. Results

This section is divided by subheadings. It provides a concise and precise description
of the experimental results, their interpretation, as well as the experimental conclusions
that can be drawn.

3.1. MW Instrument Experimental Parameters

Table 1 provides an overview of the MW bands being considered for current sensors
and future sensor concepts as well as their main usage and the challenges to the optimal
utilization of those bands. Moreover, also listed are the instruments considered for our
information content analyses presented in the following and the number of channels in
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each band. Table 2 lists the instrument band and sub-band central frequencies as well as
bandwidths of the five instruments considered in this study. Briefly, POR-ATMS denotes
the current program of record (POR) ATMS flying on NOAA-20. The POR-Microwave
Sounder, or POR-MWS, denotes the European follow-on to AMSU/MHS flying on MetOp
series platforms which add an extra 50 GHz and a 229 GHz channel [18]. MW-HIGH-D
denotes a new concept instrument based on ATMS with a digital backend to reduce
noise and add a higher frequency 118 GHz O2 temperature sounding channels and a
204 GHz window/precipitation/ice band. MW-HIGH-B denotes an instrument with
similar configuration as ATMS but with lower instrument noise levels as compared to
ATMS specifications. Finally, MW-LOW-J, a sensor with the fewest sounding bands is
represented and the lowest number of total channels is based on the NASA TROPICS
mission MicroMAS-2 [19] sensor. MW-LOW-J also relies on the 118 GHz O2 temperature
sounding channels and higher frequency window channel 204 GHz for surface precipitation
and ice detection.

Table 1. Coverage of MW bands for assessed sensors. Values in the table correspond to the number
of channels in each band and the total number of channels for each sensor are shown in parenthesis.
In the table, S denotes surface, T denotes temperature, Q denotes moisture, C denotes cloud, I denotes
ice, and P denotes precipitation.

MW Band K Ka V W F Window G Window

Center Frequency 23.8 GHz 31.4 GHz 50–57 GHz 88 GHz 114–119 GHz 160–167 GHz 170–190 GHz 200–300 GHz
Main Usage Challenges S, CIP a S, CIP a T b S, CIP T c S, CIP Q S, CIP d

POR-ATMS (22) 1 1 13 1 1 5
POR-MWS (24) 1 1 14 1 1 5 5

MW-HIGH-D (28) 1 1 13 1 5 1 5 1
MW-HIGH-B (22) 1 1 13 1 1 5
MW-LOW-J (12) 1 7 3 1

Challenges to the utilization of each band. a Radio frequency interference (23 GHz), requires a larger receiver.
b Narrow spectral features require narrow bandwidth (increased noise). c Single O2 line water, ice, cloud
interference. d Stronger sensitivity to ice cloud as compared to lower frequency channels.

Using the two methods described in Section 2, instrument temperature and moisture
retrieval vertical resolutions were computed, and retrieval error was assessed. Instrument
noise prescribed for each sensor and used in those analyses are shown in Figure 1. It is
clear from the figure that the MW-HIGH-D sensor spectral coverage is more complete as
compared to other sensors, and the expected NEDT of the instrument is smaller than others
for most bands.

Remote Sens. 2022, 14, 1624  5  of  11 
 

 

57.29034 ± 0.322 ± 

0.010 
8 

57.290344 ± 

0.3222 ± 0.022 
16 

57.29034 ± 0.322 ± 

0.010 
8 

57.29034 ± 0.322 ± 

0.010 
8     

57.29034 ± 0.322 ± 

0.0045 
3 

57.290344 ± 

0.3222 ± 0.010 
8 

57.29034 ± 0.322 ± 

0.0045 
3 

57.29034 ± 0.322 ± 

0.0045 
3     

88.2  2000 
57.290344 ± 

0.3222 ± 0.0045 
3.6  88.2  2000  88.2  2000     

165.5  2000  89  4000  165.5  1150  165.5  2300     

183.31 ± 7  2000  165.25 ± 0.725  1350  183.31 ± 7  2000  183.31 ± 7  2000     

183.31 ± 4.5  2000  183.311 ± 7.0  2000  183.31 ± 4.5  2000  183.31 ± 4.5  2000     

183.31 ± 3.0  1000  183.311 ± 4.5  2000  183.31 ± 3.0  1000  183.31 ± 3.0  1000     

183.31 ± 1.8  1000  183.311 ± 3.0  1000  183.31 ± 1.8  1000  183.31 ± 1.8  1000     

183.31 ± 1.0  500  183.311 ± 1.8  1000  183.31 ± 1.0  500  183.31 ± 1.0  500     

118.7503  400  183.311 ± 1.0  500         

118.7503 ± 1.2  400  229  2000         

118.7503 ± 1.4  400           

118.7503 ± 2.1  400           

118.7503 ± 3.2  500           

229  4000           

Using the two methods described in Section 2, instrument temperature and moisture 

retrieval vertical resolutions were computed, and retrieval error was assessed. Instrument 

noise prescribed for each sensor and used in those analyses are shown in Figure 1. It is 

clear from the figure that the MW‐HIGH‐D sensor spectral coverage is more complete as 

compared to other sensors, and the expected NEDT of the instrument is smaller than oth‐

ers for most bands. 

In  the analyses  that  follow,  instrument noise, Se was assumed  to be uncorrelated, 

with magnitudes shown in Figure 1. An additional 0.2K was added to the diagonal of S to 

account  for uncertainties such as  those  from CRTM  forward model parameterizations, 

spectroscopy, and calibration. Equation (1) also requires an assumption about the back‐

ground variability of the atmosphere, in  𝑆௔ିଵ. For our computations, we utilized empiri‐

cally derived errors from real MIIDAPS‐AI temperature and moisture profile and surface 

temperature soundings from ATMS [14], scaled those by 2.0 and added an 80% ad‐hoc 

vertical correlation between adjacent levels for both temperature and moisture. 

 

Figure 1. Channel NEDT as a function of frequency for the five assessed sensors. Figure 1. Channel NEDT as a function of frequency for the five assessed sensors.



Remote Sens. 2022, 14, 1624 5 of 11

Table 2. Center frequencies and bandwidths of the five microwave sensors assessed.

MW-HIGH-D POR-MWS MW-HIGH-B POR-ATMS MW-LOW-J

Frequency
(GHz)

Bandwidth
(MHz)

Frequency
(GHz)

Bandwidth
(MHz)

Frequency
(GHz)

Bandwidth
(MHz)

Frequency
(GHz)

Bandwidth
(MHz)

Frequency
(GHz)

Bandwidth
(MHz)

23.8 270 23.8 270 23.8 270 23.8 270 91.656 ± 1.4 1000

31.4 180 31.4 180 31.4 180 31.4 180 114.5 1000

50.3 180 50.3 180 50.3 180 50.3 180 115.95 800

51.76 400 52.8 400 51.76 400 51.76 400 116.65 600

52.8 400 53.246 ± 0.08 140 52.8 400 52.8 400 117.25 600

53.595 ± 0.115 170 53.596 ± 0.115 170 53.595 ± 0.115 170 53.595 ± 0.115 170 117.8 500

54.4 400 53.948 ± 0.081 142 54.4 400 54.4 400 118.24 380

54.94 400 54.4 400 54.94 400 54.94 400 118.58 300

55.5 330 54.94 400 55.5 330 55.5 330 184.41 2000

57.29034 330 55.5 330 57.29034 155 57.29034 330 186.51 2000

57.29034 ± 0.217 78 57.290344 330 57.29034 ± 0.217 78 57.29034 ± 0.217 78 190.31 2000

57.29034 ± 0.322 ± 0.048 36 57.290344 ± 0.217 78 57.29034 ± 0.322 ± 0.048 36 57.29034 ± 0.322 ± 0.048 36 204.8 2000

57.29034 ± 0.322 ± 0.022 16 57.290344 ± 0.3222 ± 0.048 36 57.29034 ± 0.322 ± 0.022 16 57.29034 ± 0.322 ± 0.022 16

57.29034 ± 0.322 ± 0.010 8 57.290344 ± 0.3222 ± 0.022 16 57.29034 ± 0.322 ± 0.010 8 57.29034 ± 0.322 ± 0.010 8

57.29034 ± 0.322 ± 0.0045 3 57.290344 ± 0.3222 ± 0.010 8 57.29034 ± 0.322 ± 0.0045 3 57.29034 ± 0.322 ± 0.0045 3

88.2 2000 57.290344 ± 0.3222 ±
0.0045 3.6 88.2 2000 88.2 2000

165.5 2000 89 4000 165.5 1150 165.5 2300

183.31 ± 7 2000 165.25 ± 0.725 1350 183.31 ± 7 2000 183.31 ± 7 2000

183.31 ± 4.5 2000 183.311 ± 7.0 2000 183.31 ± 4.5 2000 183.31 ± 4.5 2000

183.31 ± 3.0 1000 183.311 ± 4.5 2000 183.31 ± 3.0 1000 183.31 ± 3.0 1000

183.31 ± 1.8 1000 183.311 ± 3.0 1000 183.31 ± 1.8 1000 183.31 ± 1.8 1000

183.31 ± 1.0 500 183.311 ± 1.8 1000 183.31 ± 1.0 500 183.31 ± 1.0 500

118.7503 400 183.311 ± 1.0 500

118.7503 ± 1.2 400 229 2000

118.7503 ± 1.4 400

118.7503 ± 2.1 400

118.7503 ± 3.2 500

229 4000
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In the analyses that follow, instrument noise, Se was assumed to be uncorrelated,
with magnitudes shown in Figure 1. An additional 0.2K was added to the diagonal of S
to account for uncertainties such as those from CRTM forward model parameterizations,
spectroscopy, and calibration. Equation (1) also requires an assumption about the back-
ground variability of the atmosphere, in S−1

a . For our computations, we utilized empirically
derived errors from real MIIDAPS-AI temperature and moisture profile and surface tem-
perature soundings from ATMS [14], scaled those by 2.0 and added an 80% ad-hoc vertical
correlation between adjacent levels for both temperature and moisture.

3.2. Results for MW Instruments

Figures 2–4 show the information content and retrieval errors for five simulated
MW sensor configurations, respectively. Temperature, water, surface temperature, cloud,
and precipitation degrees of freedom for signal (d f s) were computed using Equation (1),
for two emissivity (high and low to represent land-like and ocean-like conditions) and four
atmospheric conditions with respect to cloud and precipitation are shown in Figures 2 and 3.
For each of the two emissivities assessed and each atmospheric condition, the average d f s
were computed for each variable over the three standard atmospheric profile simulations.
The degrees of freedom for all sensors and parameters were then normalized with respect
to the program of record ATMS (POR-ATMS) values.
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Figure 2. MW sounder temperature (d f stemp), water (d f sH2O), surface (d f stskin), and cloud param-
eter (d f sCLW, d f sGWP, d f sRWP) retrieval resolution (degrees of freedom for signal) computed for
emissivity = 0.5 (clockwise from top left) and for clear, cloudy, icy (graupel), and rainy atmospheric
conditions. All information content parameters computed were averaged over all atmospheres
(USSTD, US Tropical, US MLS) and normalized to the program for recording ATMS values for each
atmospheric condition and emissivity. In the legend, CLW, GWP, and RWP correspond to total
column cloud liquid water, graupel water path, and rain water path.
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The five sensors assessed include POR-ATMS, a program of record MWS (a European
follow-on sensor to AMSU), MW-HIGH-B/D (lower noise and digital ATMS), as well as
the MW-LOW-J (TROPICS-like) sensor. In general, the digital ATMS sensor (MW-HIGH-D)
outperforms all other sensors for all parameters with increased d f s, sometimes increasing
more than 15%. MW-HIGH-B, POR-MWS, and POR-ATMS show similar performance
(within 10%) with respect to vertical resolution. The differences between those four sensors
is largely due to instrument noise, i.e., noise is a significant driver of MW vertical resolution,
especially at 50 GHz. MW-LOW-J is the worst performing sensor, showing a normalized
d f s of 50% or smaller for temperature and moisture as compared to all other sensor
configurations. The reduction in instrument performance is largely due to increased noise
at the 118 GHz temperature sounding bands, however at 118 GHz the single O2 line vertical
weighting functions for temperature are broader than similar channels in the 50 GHz
portion of the MW spectrum [20]. Higher frequency (118 GHz and 220 GHz) bands on MW-
LOW-J are also radiatively more sensitive to the spectral signature of ice which explains
the reduced temperature and moisture d f s in icy conditions as compared to other sensors.

Cloud and precipitation retrieval information content were also assessed for the
four model atmospheres. Normalized values are shown in Figures 2 and 3, however
most sensor configurations are sensitive to 0.5–1 d f s (integrated column) for cloud liquid
water. Precipitating graupel/snow and rain d f s are between 1 and 2 d f s indicating some
sensors have some profile-sensing capability albeit limited to a vertical shift in the profile.
As expected, graupel sensitivity is somewhat enhanced over higher emissivity (land-like)
while rain sensitivity is somewhat enhanced over lower emissivity surfaces (ocean-like).

The assessment shown in Figure 4 illustrates that while the vertical resolution com-
puted shows significant deviations for the program of record instruments and MW-HIGH-
B/D sensors, the actual performance from a remote sensing algorithm is much more
nuanced. In general, the mean biases of MIIDAPS-AI minus G5NR for temperature and
moisture are small (less than 0.5K for temperature and a few percent for specific humidity).
This is somewhat expected given that the assessment is performed using simulated satellite
observations without systematic calibration or forward model errors. Comparing MW-
HIGH-D (best performing sensor) to MW-HIGH-B and POR-ATMS/MWS for clear-sky
condition, we can conclude that the 10–20% differences in the sensor vertical resolution,
represented in the d f s, translate to a maximum 0.1K temperature retrieval RMSE and 2–5%
water vapor RMSE (see Figure 4). It is difficult to see any differences in these sensors in
the all-sky comparisons, indicating that when averaged over a day and over the globe,
the information content controlling factors in clear-sky are less important in cloudy and
precipitating conditions. Nevertheless, in icy conditions, Figures 3 and 4 show signifi-
cantly increased water vapor d f s for the MW-HIGH-D compared to other sensors. Offline
simulation experiments (not shown) of a MW-HIGH-D sensor with and without higher
frequencies suggest that the combination of 50 GHz/118 GHz on the MW-HIGH-D sensor
offer unique information which enable the separation of water and ice/graupel spectral
signatures and therefore improve the sounding of water in icy conditions.

The impact of the 50% reduction in temperature and moisture d f s for the MW-LOW-J
sensor is more apparent in Figure 4. Compared to other sensors assessed, MIIDAPS-
AI temperature standard deviations versus G5NR for the MW-LOW-J sensor are 0.5K
larger in the troposphere and up to 2K larger in the stratosphere due to the lack of more
absorptive channels at 118 GHz. The water statistical assessments show a similar trend
in the troposphere with a 10% increased water RMSE in the clear-sky conditions and 15%
in all-sky conditions as compared to the other sensors assessed. The reduced number of
moisture profiling sounding channels and increased sensitivity to ice at higher frequencies
likely explains that behavior.
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4. Discussion

The objective of this study was to provide a consistent theoretical and empirical
(for MW) assessment of the major driving factors of the information content (d f s) for
current and potential future MW instruments. The theoretical assessments used well-
defined information content analysis based on CRTM simulations, expected instrument
and forward model noise, and atmospheric variability based on real geophysical retrievals
from MIIDAPS-AI. These assessments were computed for multiple atmospheric conditions
at nadir; however, similar conclusions were drawn for other angles (not shown). Empirical
considerations used the next generation AI-based 1 dimensional-variational (1DVAR)
emulator MIIDAPS-AI applied to global and multi-seasonal noise-added simulations from
NASA’s G5NR in clear and cloudy/precipitating conditions.

Our analyses for the MW sounding instruments assessed showed that instrument
noise is a major driver of information content, especially at 50 GHz. Nevertheless, empirical
assessments of instruments with 50 GHz bands found 10–20% differences in the sensor
vertical resolution translated to a maximum 0.1K temperature retrieval RMSE and 2–5%
water vapor RMSE; especially in clear-sky conditions. Our assessment was performed using
pre-defined sensor bandwidths and channel centers, and most of the sensors we assessed
possessed similar sensor characteristics with respect to channel frequencies. Optimization
of the selection of the number bands and their bandwidths across the microwave spectrum
would be the most significant driver of the information content and performance of sensors
possessing 50 GHz sounding channels [20].

Our assessment of a TROPICS-like sensor which utilizes the 118 GHz O2 line for
temperature sounding found a significant degradation in both assessments; especially in
icy precipitating atmospheres. These are due to higher noise, wider kernel functions in
that sounding band [21], and potentially the higher sensitivity to ice at higher frequencies.
Future work should therefore assess sensor performances separately in clear-sky and the
different all-sky conditions, i.e., separate empirical assessments for icy-only, rainy-only,
and cloudy-only conditions.

While crucially important for many regional and global applications, our analyses do
not fully address how sounding density and spatial resolution, cost, temporal refresh, sta-
bility/calibration, radiative transfer uncertainties (spectroscopy and cloudy/precipitation
parameterizations) affect the benefit (cost/value) of hypothetical instruments and constel-
lations of sensors in the global observing system. Assessment of the value of new sensor
or sensor constellations in the global observing system should account not only for the
information content of single sensors, but also, their expected benefit to the entire suite of
satellite sensors currently flying as well as ground and in situ observations. Authors should
discuss the results and how they can be interpreted from the perspective of previous studies
and of the working hypotheses. The findings and their implications should be discussed in
the broadest context possible. Future research directions may also be highlighted.
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